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Abstract. The well-known process of stimulated Raman adiabatic passage (STIRAP) provides a robust
technique for achieving complete population transfer between the first and last state of a three-state
chain, with little population, even transiently, in the intermediate state. The extension of STIRAP to
general N-state chainwise-linked systems continues to generate interest. Recently Malinovsky and Tannor
(Phys. Rev. A 56, 4929 (1997)) have shown with numerical simulation that a resonant pulse sequence,
which they term “straddle STIRAP”, can produce (under appropriate conditions, including specific pulse
areas) complete population transfer with very little population in intermediate states. Their proposal
supplements a pair of counterintuitively ordered delayed laser pulses, driving the first and last transition
of the chain and corresponding to the pump and Stokes pulses in STIRAP, with one or more additional
strong pulses of longer duration which couple the intermediate transition(s) and overlap both the pump
and the Stokes pulses. In this paper, we modify the “straddling” Malinovsky-Tannor pulse sequence so that
the intermediate couplings are constant (and strong), at least during the times when the pump and Stokes
pulses are present, and the intermediate states therefore act as a strongly coupled subsystem with constant
eigenvalues. Under this condition, we show that the original N-state chain is mathematically equivalent to
a system comprising N − 2 parallel Λ-transitions, in which the initial state is coupled simultaneously to
N − 2 dressed intermediate states, which in turn are coupled to the final state. The population transfer
is optimized by suitably tuning the pump and Stokes frequencies to resonance with one of these dressed
intermediate states, which effectively acts as the single intermediate state in a three-state STIRAP-like
process. We show that tuning to a dressed intermediate state turns the system (for both odd N and even N)
into a three-state system – with all of the properties of conventional STIRAP (complete population transfer,
little transient population in the intermediate states, insensitivity to variations in the laser parameters,
such as pulse area). The success of the tuning-to-dressed-state idea is explained by using simple analytic
approaches and illustrated with numerical simulations for four-, five-, six- and seven-state systems.

PACS. 32.80.Bx Level crossing and optical pumping – 33.80.Be Level crossing and optical pumping –
42.50.-p Quantum optics

1 Introduction

One of the important uses of laser radiation in atomic
and molecular physics derives from the possibility of pro-
ducing complete transfer of population from an initially
populated bound state to a preselected single target state.
Over the years, various techniques have been proposed to
achieve this objective, including the use of pulses hav-
ing precise fluences (i.e. π-pulses for two-state atoms)
and pulses whose carrier frequency sweeps across a Bohr
transition frequency (i.e. adiabatic passage induced by
chirped pulses) [1]. One of the more recent proposals, stim-
ulated Raman adiabatic passage (STIRAP), has become
an established technique for efficient population transfer
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in three-state systems in Λ or ladder configurations. The
basic, original STIRAP concept deals with three states, an
initial state ψ1, a final target state ψ3, and an intermedi-
ate state ψ2, excited by two partially overlapping pulses, a
pump pulse linking the initial state with the intermediate
state, and a Stokes pulse linking the intermediate state
with the final target state. By applying the Stokes pulse
before the pump pulse (thereby creating a coherent su-
perposition “trapped” state), and maintaining adiabatic-
evolution conditions, one ensures population transfer from
the initial state into the final state, with negligible popu-
lation in the intermediate state at any time. In the ideal
limit, unit transfer efficiency is guaranteed and the pro-
cess is robust against moderate changes in the laser pa-
rameters. STIRAP has been studied in detail theoretically
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([2–10] and references therein) and realized experimentally
[11–19].

The success of STIRAP has encouraged its extensions
to multistate systems. In particular, the effects of multiple
intermediate and final states, which are usually present in
a realistic experimental situation, have been investigated
[20–25]. It has been found that the presence of other states
near the (resonant) original intermediate state does not
markedly influence the transfer efficiency. It has also been
shown that, because of the narrow two-photon line width
[26–28], STIRAP very selectively targets a particular final
state in the presence of linkages to other nearby states.

A considerable literature is now devoted to extend-
ing STIRAP to chainwise-linked multistate systems ψ1 ↔
ψ2 ↔ ψ3 ↔ . . .↔ ψN . Some extensions use only the orig-
inal two pulses (pump and Stokes) [29–31], whereas other
proposals (including the present work) assume additional
independent pulses [31–33].

In systems with an odd number of states, it has been
shown that a similar population transfer process can take
place for delayed and counterintuitively ordered pulses in
the case when all lasers are on resonance with the corre-
sponding transitions or when only the even states in the
chain are detuned from resonance [29–31]. Such a mul-
tistate transfer has indeed been achieved experimentally
[34–37]. In systems with an even number of states, and
in particular for four-state systems, it has been concluded
that in the on-resonance case, no STIRAP-like process
can take place and the transfer efficiency oscillates as
the laser intensity increases [31,32]. It has been found
that a STIRAP-like transfer can only occur for nonzero
intermediate-state detunings [31,32].

A substantial difference between the conventional
three-state STIRAP and the multistate extensions is that
in the latter at least some intermediate states are pop-
ulated during the transfer and may acquire significant
transient populations, even in the adiabatic regime. Such
population is undesirable if these states undergo appre-
ciable spontaneous emission during times of interest. Re-
cently, Malinovsky and Tannor have shown [33], on the
basis of numerical results obtained by using a variation of
optimal-control theory, that the intermediate populations
can be suppressed when the pulses, coupling the interme-
diate transitions, are much stronger than the pump and
Stokes pulses, driving the first and the last transitions.
They have suggested a pulse sequence, in which all in-
termediate pulses arrive simultaneously with the Stokes
pulse and vanish simultaneously with the pump pulse,
and they have termed it “straddle-STIRAP”. Diminu-
tion of the intermediate populations by the intermedi-
ate couplings has also been noted earlier in the case of
constant couplings ([38,39], see also [1]). The success of
the Malinovsky-Tannor scheme [33] in dramatically re-
ducing the intermediate-state populations is an important
step for practical implementation of multistate population
transfer. Our present work extends their study and, most
importantly, provides a rationale (via dressed states anal-
ysis) for the understanding of the success of this aspect of
their scheme.

Very recently, the general conditions under which a
STIRAP-like population transfer can (or cannot) take
place from state ψ1 to state ψN in chainwise-linked N -
state systems, and the conditions for minimization of the
intermediate populations have been derived analytically
for odd and even numbers of states [40]. It has been
demonstrated that using a counterintuitive pulse sequence
in addition to adiabatic evolution is not sufficient to en-
able a STIRAP-like population transfer, but there are also
certain conditions on the laser parameters (detunings and
Rabi frequencies) to be met. It has been shown that the
systems with odd and even N behave very differently in
the on-resonance case, whereas the off-resonance behavior
is rather similar.

We note that, in addition to the excitation schemes
based on counterintuitively ordered pulses, numerous au-
thors have examined schemes for achieving complete pop-
ulation transfer in multilevel systems by using frequency-
swept pulses [41–44].

In the present paper, we combine various earlier ideas
with new ones into a scheme which bears all important fea-
tures of STIRAP and can be seen as its genuine extension
to chainwise-linked multistate systems. The scheme en-
ables an adiabatic-transfer process between the initial and
the final states of the chain with unity transfer efficiency
and little or no transient populations in the intermediate
states. It is based on supplementing a pair of counter-
intuitively ordered delayed laser pulses, driving the first
and last transition of the chain and corresponding to the
pump and Stokes pulses in STIRAP, with an additional
independent control pulse (or pulses) which couples the in-
termediate transition(s), as in [31–33]. Following [33], we
require that this pulse(s) is strong, in order to suppress
the transient populations in the intermediate states. We
also require that the control pulses are of longer, overlap-
ping duration, so that they can be considered nearly con-
stant during the times when the pump and Stokes pulses
are present. A key point in our analysis is the observation
that the control pulses couple theN−2 intermediate states
into a dressed system, prior to the arrival of the pump and
Stokes pulses. We adopt the term control pulses because by
changing their parameters (intensities and frequencies) we
can effectively establish the properties of this dressed sub-
system and hence, control the population transfer process.
We show that by suitably tuning the pump and Stokes
lasers to one of the dressed eigenvalues of this subsys-
tem, we obtain an effective three-state system of strongly
coupled states. Within this three-state approximation we
can produce an efficient STIRAP-like population trans-
fer from state ψ1 to state ψN . We will demonstrate that
the tuning-to-eigenvalue approach not only complies with
the general conditions for STIRAP-like multistate trans-
fer [40], but it optimizes the transfer. Our requirement
for constant control lasers derives from the fact that then
the dressed eigenenergies are constant too and hence, the
resonance with the particular dressed state can be main-
tained throughout the excitation process. Moreover, then
the chainwise N -state system is equivalent to a parallel
multi-Λ system comprising the first state ψ1 and the last
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state ψN of the chain, and N − 2 (dressed) states, each
of which is only coupled to states ψ1 and ψN . Thus, we
establish a similarity between the chainwise-linked mul-
tistate systems and the parallel superposed multi-Λ sys-
tems studied in the context of the effect of other states
near the intermediate state in the standard STIRAP
[20–25], as mentioned above. Finally, we note that the
idea of tuning to an eigenvalue of the dressed intermedi-
ate subsystem has been mentioned for the first time in
[31] in the case of a four-state system. Here we analyse
it in detail and extend it to the general case of N -state
systems.

Our paper is organized as follows. In Section 2, we
present the basic equations and definitions and review the
standard three-state STIRAP. In Section 3, we discuss
four-state systems, which allow us to demonstrate explic-
itly our idea of tuning to resonance with a dressed inter-
mediate state. In Section 4, we consider the general case
of N -state systems and present numerical results for four-
through seven-state systems which follow very accurately
our analytical predictions. Finally, in Section 5, we sum-
marize the conclusions.

2 Basic equations and definitions
2.1 Basic STIRAP

The Schrödinger equation for the probability amplitudes
Ck(t), associated with atomic states ψk (k = 1, 2, . . . , N),
under the influence of a time varying Hamiltonian H(t)
reads

~
d

dt
C(t) = −iH(t)C(t), (1)

where C(t) is the column-vector formed of Ck(t).
The system is assumed to be initially in state ψ1,

C1(−∞) = 1, Ck(−∞) = 0, (k = 2, ..., N), (2)

and the quantities of interest are the populations,

Pk(t) = |Ck(t)|2 , (k = 1, 2, ..., N), (3)

particularly their values Pk(∞) at t → +∞. We refer
to the probability PN (∞) as the population transfer ef-
ficiency.

The basic STIRAP procedure involves three (nonde-
generate bound) states, driven by two interactions, as
described by the rotating-wave approximation (RWA)
Hamiltonian matrix,

H(t) =
~
2

 0 ΩP (t) 0

ΩP (t) 2∆P ΩS(t)

0 ΩS(t) 2δ

 · (4)

The time-varying Rabi frequencies ΩP (t) and ΩS(t) are,
in the simplest approach (involving, for example, single-
photon transitions and the RWA), just products of dipole
moments and electric field amplitudes, such as

~ΩP (t) = −d12EP (t), ~ΩS(t) = −d23ES(t). (5)

We have here chosen the phases and energy zero-point so
that the first diagonal element vanishes, H11 = 0. With
this choice, the third diagonal element, the two-step de-
tuning δ, is the difference between the detuning of the
pump transition ∆P and the Stokes transition ∆S ,

δ = ∆P −∆S . (6)

The essence of the STIRAP procedure can be understood
in the following way. The arrival of the Stokes pulse estab-
lishes the system in one of the three dressed eigenstates of
the instantaneous Hamiltonian (4). This coherent super-
position of atomic states is the so-called trapped state,

ϕT (t) =
1

Ω(t)

 ΩS(t)

0

−ΩP (t)

 (7)

where Ω(t) =
√
|ΩS(t)|2 + |ΩP (t)|2 is the mean-square

Rabi frequency. If, and only if, the two-photon detuning
δ vanishes, this state is a null-eigenvalue eigenstate of the
full Hamiltonian. By maintaining sufficiently slow varia-
tion of Rabi frequencies (a condition which amounts to
requiring that the pulse areas be much larger than π), one
can force the system to remain in the trapped state as
the Stokes pulse is replaced by the pump pulse. At the
end of the pair of pulses, when only the pump pulse acts,
the trapped state coincides with the desired target state
ψ3 and population transfer has therefore been achieved.
Moreover, since the trapped state (7) does not involve a
contribution from the intermediate state ψ2, the latter is
not populated in the adiabatic limit and hence, its prop-
erties, including a possible decay to other states, do not
affect the transfer efficiency.

2.2 Multistate extension

The basic idea of the present extension of STIRAP to
chainwise-linked multistate systems with more than three
states (following [33]) is as follows. We have a set of N
unperturbed basis states, connected sequentially by N−1
laser pulses: a pump pulse ΩP (t) (connecting states ψ1

and ψ2), a Stokes pulse ΩS(t) (connecting states ψN−1

and ψN ), and control pulses ΩC(t), which connect the in-
termediate states in a chainwise manner ψ2 ↔ ψ3 ↔ · · · ↔
ψN−1. We require that the control pulses are strong and
long compared with the pump and Stokes pulses so that
they are nearly constant during the times when ΩP (t) and
ΩS(t) are present. The N -state system is initially in state
ψ1 and we want to transfer the population to state ψN ,
as completely and selectively as possible, by passing the
intermediate states.

The objective of the control pulses is to make the N−2
intermediate states act collectively as a physical object
with properties reminiscent of those of the single inter-
mediate state in the usual three-state STIRAP. We want
to find the conditions (detunings and Rabi frequencies)
which will make the excitation dynamics basically that of
an effective three-state system.
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In order to achieve this, we first carry out a preliminary
diagonalization of the subsystem comprising the N − 2
strongly coupled intermediate states. This gives us a set
of N−2 dressed states. The transformed sub-Hamiltonian
has two parts: an adiabatic part, containing the eigenener-
gies, and a diabatic part, containing the couplings between
the dressed states. For constant control pulses (which is
approximately the case during the times when ΩP (t) and
ΩS(t) are present if the control pulses are very long), the
diabatic part vanishes and the eigenenergies of the subsys-
tem are constant. The transformation produces an effec-
tive N -state Hamiltonian, comprising N − 2 superposed
Λ transitions, in which state ψ1 is coupled simultaneously
to N−2 dressed states, all of which are coupled in turn to
state ψN . We then tune the pump and Stokes frequencies
to exact resonance with one of the dressed states. In this
way, we are left with only three strongly coupled states:
states ψ1, ψN , and one resonant dressed state. These three
states behave as do those of the standard (three-state)
STIRAP system.

The condition for this three-state approximation is
the vanishing of a dressed eigenvalue, which can be ex-
pressed as the vanishing of a submatrix determinant. We
will demonstrate analytically and numerically that this
choice produces the desired effect, namely good popula-
tion transfer.

To understand why this works, we inspect the effective
three-state Hamiltonian obtained by adiabatically elimi-
nating all the nonresonant states. Then one has the usual
three-state problem, except for an additional direct cou-
pling between states ψ1 and ψN , and additional diagonal
elements which lead to an effective nonzero two-photon
detuning between states ψ1 and ψN . Both the nonzero de-
tuning and the direct ψ1 ↔ ψN coupling are inversely pro-
portional to an eigenvalue or some combination of eigen-
values, and thus, they will be negligible if the dressed
eigenvalues are very different; this can be achieved by us-
ing strong control pulses. Hence, if all above conditions
(strong and constant control pulses in addition to pump
and Stokes pulses tuned to a dressed eigenstate) are met,
we will have an effective three-state STIRAP process in
our N -state ladder system.

In Section 3, we describe this scheme explicitly in the
four-state case, which illustrates the generic properties of
N -state systems and is the most likely candidate for ex-
perimental verification of our results. Then we consider
the general N -state case in Section 4.

3 Four-state system

3.1 The four-state system

The four-state Hamiltonian in the RWA is given by the
tridiagonal matrix

H(t) =
~
2


0 ΩP (t) 0 0

ΩP (t) 2∆2 ΩC 0

0 ΩC 2∆3 ΩS(t)

0 0 ΩS(t) 0

 . (8)

We have here assumed, as is always possible with appro-
priate choice of phases and energy zero-point, that the
first diagonal element vanishes. In analogy with STIRAP,
we also suppose that the final diagonal element vanishes,
i.e. that states ψ1 and ψ4 are on three-photon resonance.
Furthermore, because the phases of the Ω’s can always
be attached to the probability amplitudes by an appro-
priate phase transformation, we shall, without loss of gen-
erality, take all Rabi frequencies to be real and positive.
We assume that the pulses ΩP (t) and ΩS(t) are ordered
counterintuitively (ΩS(t) preceding ΩP (t)), while ΩC is
constant. In the numerical simulations we use

ΩP (t) = Ω0f(t− τ), (9a)

ΩS(t) = Ω0f(t+ τ), (9b)

ΩC = ξΩ0, (9c)

where f(t) = e−(t/T )2

is a Gaussian pulse, τ mesures the
time delay between ΩP and ΩS , and we take ξ � 1 in
order to reduce the populations of the intermediate states
[33].

3.2 Equivalent double-Λ system

A key result of the present work is the recognition that it is
desirable to adjust the laser parameters in such a manner
that one of the eigenstates of the (constant) Hamiltonian

H(i) =
~
2

[
2∆2 ΩC

ΩC 2∆3

]
, (10)

which describes the strongly coupled intermediate states
ψ2 and ψ3, is exactly on resonance. In other words, one
of the eigenvalues of H(i) has to be zero. We then an-
ticipate particularly robust population transfer between
states ψ1 and ψ4 because this four-state system is equiv-
alent to an on-resonance three-state system, used in the
standard STIRAP, plus an additional intermediate state.
The latter couples to states ψ1 and ψ4 but is detuned far
off resonance and hence, its influence on the transfer pro-
cess is negligible.

The (constant) transformation matrix, which casts our
initial chainwise-linked system ψ1 ↔ ψ2 ↔ ψ3 ↔ ψ4 into
the form of a double-Λ system ψ1 ⇔ Φ2, Φ3 ⇔ ψ4, is given
by

W =


1 0 0 0

0 c s 0

0 −s c 0

0 0 0 1

 ,
where

c = cosϑ, s = sinϑ (11)

and the (constant) rotation angle ϑ is defined by

tan 2ϑ =
ΩC

∆3 −∆2
,

(
0 < ϑ <

π

2

)
.
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The probability amplitudes in the two bases are related by
C = WC′, where C′ has the components {C1, C

′
2, C

′
3, C4},

C′k being the amplitude of state Φk. The Hamiltonians are
related by H ′ = W−1HW , or explicitly,

H ′(t) =
~
2


0 ΩP (t)c ΩP (t)s 0

ΩP (t)c 2η2 0 −ΩS(t)s

ΩP (t)s 0 2η3 ΩS(t)c

0 −ΩS(t)s ΩS(t)c 0

 , (12)

where

η2,3 =
1

2

[
∆2 +∆3 ∓

√
(∆2 +∆3)2 +Ω2

C − 4∆2∆3

]
(13)

are the eigenvalues of H(i)/~. The subscripts for η2 and
η3 are chosen to comply with the notation in the gen-
eral N -state case (Sect. 4). Because W is constant, the
Schrödinger equation in the new basis reads

~
d

dt
C′(t) = −iH ′(t)C′(t). (14)

We point out that it is exact as long as ΩC is constant.
If ΩC were time-dependent (e.g. pulse-shaped), H ′ would

include a term −i~W−1Ẇ and there would be a nonzero
coupling between states Φ2 and Φ3. As equation (12)
shows, for a constant ΩC there is no such coupling. This
equivalent four-state system, comprising two superposed
parallel Λ-transitions, is shown schematically in Figure 1b,
where it can be contrasted with the original four-state sys-
tem of Figure 1a.

3.3 Tuning to a dressed state

Obviously, one of the eigenvalues (13) will be equal to
zero if

Ω2
C = 4∆2∆3. (15)

There are two possibilities: if ∆2 > 0 and ∆3 > 0, we have
η3 = ∆2 + ∆3 and η2 = 0, while if ∆2 < 0 and ∆3 < 0
we have η2 = ∆2 + ∆3 and η3 = 0. There is no physi-
cal mechanism favoring either of these two cases. This is
particularly transparent if we notice that the population
dynamics is invariant with respect to the simultaneous
change of sign of ∆2 and ∆3, which is a general prop-
erty of equation (1). Furthermore, given condition (15),
we still have the freedom to choose the values of ∆2 and
∆3. The most reasonable choice seems to be ∆2 ≈ ∆3 be-
cause then ϑ = 1

4π and the couplings of states Φ2 and Φ3

to state ψ1 are of the same order as the couplings of states
Φ2 and Φ3 to state ψ4 (see Eq. (12)). A great difference
between ∆2 and ∆3 would lead to an imbalance in these
couplings and consequent lowering of transfer efficiency.
Moreover, ∆2 = ∆3 means that the control laser is on
resonance with the Φ2 ↔ Φ3 transition, which maximizes
the coupling between them.

∆2

∆3

ΩP

ΩC
ΩS

(a)

ψ1

ψ4

ψ2

(b)

ψ1

ψ4

ψ3

Φ3

Φ2

η2

η3

Fig. 1. (a) The chainwise-linked four-state system studied in
Section 3. (b) The equivalent four-state system which consists
of states ψ1 and ψ4 plus two intermediate states Φ2 and Φ3.
Each intermediate state is coupled to state ψ1 with a coupling
proportional to ΩP and to state ψ4 with a coupling propor-
tional to ΩS . The intermediate states Φ2 and Φ3 are detuned
from resonance with detunings of η2 and η3 while states ψ1

and ψ4 are on two-photon resonance.

As has been pointed out in [40], a necessary condition
for STIRAP-like population transfer in multistate systems
is the existence of an adiabatic-transfer (AT) state ϕT (t),
i.e., of an eigenstate of H(t) having the property

ϕT (t) =

{
ψ1, t→ −∞

ψN , t→ +∞
. (16)

This state generalizes the trapped state (7) in STIRAP.
For our four-state system, the condition for existence of
state ϕT (t) is [40]

∆2∆3 > 0. (17)

This condition has earlier been derived subject to the as-
sumption that 4∆2∆3 6= Ω2

C [40], which is exactly oppo-
site to the tuning-to-eigenvalue condition (15). We show in
Appendix that for arbitrary number of states, state ϕT (t)
always exists when the pump and Stokes lasers are tuned
to any of the eigenstates of the intermediate subsystem.
We note in passing that condition (17) is always fulfilled
when condition (15) is fulfilled, which means that in the
(∆2,∆3)-plane, the tuning-to-eigenvalue curves, defined
by (15), lie within the AT regions, defined by (17). This
also means that relation (17) provides the necessary and
sufficient condition for existence of the AT state in all
cases, including when 4∆2∆3 = Ω2

C .

3.4 Effective three-state problem

3.4.1 Adiabatic elimination of the off-resonant dressed state

Provided the intermediate coupling ΩC is strong (i.e.
ξ � 1) and condition (15) is approximately fulfilled,
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we can adiabatically eliminate the off-resonant eigenstate.
To be specific, suppose that ∆2 and ∆3 are both positive.
Then we have |η2| � η3 and we can eliminate state Φ3.

We set Ċ′3 = 0 in equation (14), find C′3 from the result-
ing algebraic equation in terms of C1 and C4, and then
replace it in the first and fourth equations. As a result, we
obtain an effective three-state description,

~
d

dt
C(eff) = −iH(eff)C(eff), (18)

where C(eff) = (C1, C
′
2, C4)

T
and

H(eff) =
~
2

 −Ω2
P s

2/2η3 ΩP c −ΩPΩSsc/2η3

ΩP c 2η2 −ΩSs

−ΩPΩSsc/2η3 −ΩSs −Ω2
Sc

2/2η3

 ,
(19)

with c and s defined by equations (11) (we have here omit-
ted arguments showing the explicit time dependence of
H(eff), ΩP and ΩS). The effect of the adiabatically elimi-
nated state Φ3 on the effective three-state system appears
as a nonzero two-photon detuning and as a direct cou-
pling between states ψ1 and ψ4. Both of these changes can
be expected to reduce the transfer efficiency as compared
to the standard three-state STIRAP. This negative effect
is decreased when ΩC is large: then ∆2 and ∆3 are also
large (because of (15)) and hence, η3 is large too, which re-
duces the effective two-photon detuning and the ψ1 ↔ ψ4

coupling. Note that we have allowed for some deviation
from the tuning-to-resonance condition (15), i.e. we allow
a nonzero η2, in order to be able to examine (in Sect. 3.4.3)
the effects of the deviation from exact resonance.

3.4.2 Existence of adiabatic-transfer state

The equation for the eigenvalues of the effective
three-state (time-dependent) Hamiltonian (19) reads
det(H(eff)/~− µ1) = 0, or explicitly,

16η3µ
3 + 4

(
Ω2
P s

2 +Ω2
Sc

2 − 4η2η3

)
µ2

−4
[
η2

(
Ω2
P s

2 +Ω2
Sc

2
)

+ η3

(
Ω2
P c

2 +Ω2
Ss

2
)]
µ

−Ω2
PΩ

2
S = 0. (20)

Unlike conventional STIRAP, there is no zero eigenvalue
for ΩP 6= 0 and ΩS 6= 0. The implication is that the in-
termediate state is populated during the transfer. This
fact, along with the extra two-photon detuning and the
direct ψ1 ↔ ψ4 coupling, mean that the effective three-
state problem (18) differs from the standard STIRAP. We
will show, however, that when η2 = 0 (and hence, condi-
tion (15) is fulfilled), it is similar to STIRAP and allows
for complete STIRAP-like population transfer.

First, we need to find the eigenvalues from equa-
tion (20). They can be found exactly [1] but the precise
expressions are not needed for the present analysis. We
have only to determine their asymptotic behaviors at large
negative and positive times. As equation (20) shows, for

η2 = 0 all three eigenvalues vanish as t → ±∞ because
then both ΩP and ΩS vanish. Furthermore, when either
ΩP or ΩS is nonzero and the other is zero, there is only
one zero eigenvalue. Hence, when the Stokes pulse ΩS ar-
rives, the degeneracy of two of the eigenvalues, µ−1 and µ−2 ,
is lifted and they depart from zero. The third eigenvalue
µ−0 stays zero until the pump pulse ΩP arrives later.

To find how µ−0 departs from zero with ΩP , we differ-
entiate equation (20) with respect to Ω2

P , set Ω2
P = 0 and

µ−0 = 0 and find (dµ−0 /dΩ
2
P )Ω2

P=0. By using the Taylor

expansion of µ−0 against Ω2
P , we obtain

µ−0 ≈ −
Ω2
P

4η3s2
· (21)

The other two eigenvalues can be found by setting ΩP = 0
in equation (20) and dividing by µ (which accounts for
removing the root µ−0 ). Accounting for |η3| � ΩP , ΩS , we
find

µ−1 ≈ −
1

2
ΩSs, µ−2 ≈

1

2
ΩSs. (22)

In a similar manner, we find that as t → +∞, the eigen-
values have the following asymptotic behavior

µ+
0 ≈ −

Ω2
S

4η3c2
, µ+

1 ≈ −
1

2
ΩP c, µ+

2 ≈
1

2
ΩP c. (23)

Since ΩP /ΩS → 0 as t → −∞ and ΩS/ΩP → 0 as
t→ +∞, the relations µ−1 < µ−0 < µ−2 and µ+

1 < µ+
0 < µ+

2
hold. Hence, insofar as the eigenvalues do not cross, the
linkages µ−0 ↔ µ+

0 , µ−1 ↔ µ+
1 , and µ−2 ↔ µ+

2 take place.
It can readily be shown that at large negative times, the
eigenstate corresponding to µ−0 is equal to state ψ1, while
those corresponding to µ−1 and µ−2 are equal to superpo-
sitions of states Φ2 and ψ4. At large positive times, the
eigenstate corresponding to µ+

0 is equal to state ψ4, while
those corresponding to µ+

1 and µ+
2 are equal to superpo-

sitions of states ψ1 and Φ2. Hence, the eigenstate, whose
eigenvalue tends to µ−0 initially and to µ+

0 finally, is an
adiabatic-transfer state, as defined by equation (16), and
it transfers the population from state ψ1 to state ψ4 in
the adiabatic limit. In this sense, this eigenstate is simi-
lar to the trapped state (7), but unlike the trapped state,
it involves a contribution from the intermediate state Φ2.
Finally, we note that for simplicity, the above results for
µ±1 and µ±2 have been derived upon the assumption that
|η3| � ΩP , ΩS . Without this assumption, the correspond-
ing expressions are slightly more complicated but the con-
nectivity conclusions remain valid.

3.4.3 Adiabaticity

We will show that tuning to a subsystem eigenvalue op-
timizes adiabaticity because it maximizes the separation
between the AT eigenvalue and the other two eigenval-
ues. For the sake of simplicity, we will only consider the
eigenvalues at t = 0, where the overlap between the pump
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Fig. 2. The time evolutions of the eigenvalues µ0 (solid curve),
µ1 (short-line dashed curve), and µ2 (long-line dashed curve)
(the roots of Eq. (20)), plotted for five different values of the
detunings ∆2 = ∆3 ≡ ∆. The pulse shapes are given by equa-

tions (9) with f(t) = e−(t/T )2 , T = Ω−1
0 , and τ = 0.5T . The

relative strength of the control pulse is ξ = 3.

and Stokes pulses is maximal. According to our assump-
tion (9), at t = 0 we have ΩP = ΩS . Then the roots of
equation (20) are exactly given by the expressions

µ1,2 =
1

2

(
η2 ∓

√
η2

2 +Ω2
P

)
, (24a)

µ0 = −
Ω2
P

4η3
, (24b)

with η2,3 defined by equation (13). Obviously, µ1 < µ0 <
0 < µ2. Without losing much generality we furthermore
suppose that ∆2 = ∆3 ≡ ∆; then η2,3 = ∆ ∓ 1

2ΩC . Both
µ1 and µ2 are increasing functions of η2 and hence, of ∆.
Moreover, µ0 too increases with ∆ and tends to zero at
large ∆. Furthermore, for large negative η2 (∆ < 1

2ΩC),
µ1 → η2 and µ2 → 0, whereas for large positive η2 (∆ >
1
2ΩC), µ1 → 0 and µ2 → η2. This means that if we fix
all Rabi frequencies and increase ∆, µ1 will approach µ0

from below, while µ2 will move upwards and away from
µ0. These features are clearly seen in Figure 2, where the
time evolutions of the three eigenvalues µ0, µ1, and µ2

(the roots of Eq. (20)), are plotted for five different values
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Fig. 3. The population P4 in a four-state system for the pulses
given in equation (9) against the pulse width T and the de-
tuning ∆ ≡ ∆2 = ∆3, obtained by numerical solution of the
Schrödinger equation. The other parameters are τ = 0.5T ,
ΩC = 5Ω0.

of the detunings ∆2 = ∆3 ≡ ∆. The pulse shapes are

given by equations (9) with f(t) = e−(t/T )2

, T = Ω−1
0 ,

and τ = 0.5T . The relative strength of the control pulse
is kept the same, ξ = 3.

Inasmuch as adiabaticity is most significantly affected
by the eigenvalue which is closest to µ0, the optimal case
is when µ1 and µ2 are equally separated from µ0, i.e.
µ2 − µ0 = µ0 − µ1. This takes place for ∆ = ∆o, where

∆o =
1

2

√
Ω2
C − 2Ω2

P ≈
1

2
ΩC −

Ω2
P

2ΩC
· (25)

In the last approximation we have used the constraint
ΩP � ΩC . For ∆ < ∆o, the eigenvalue µ2 is closer to µ0,
while for ∆ > ∆o, it is the eigenvalue µ1 that approaches
µ0. Condition (25) shows that the tuning-to-eigenvalue
condition (15) provides the detunings that ensure nearly
the best adiabaticity. The small difference between con-
ditions (15) and (25) is due to the peculiar behavior of
µ1 near t = 0, where it has a local maximum. It can be
shown, after some algebra, that the above conclusions re-
main valid for t 6= 0 as well. Finally, it should be noted
that the same estimate as (25) can be obtained from the
full four-state Hamiltonian (8) by using the exact expres-
sions for the four eigenvalues derived in [40].

In Figure 3, we have plotted the final-state popula-
tion P4 for the pulses given in equations (9) versus the
pulse width T and the detuning ∆ ≡ ∆2 = ∆3. The other
parameters are τ = 0.5T and ξ = 5 (i.e. ΩC = 5Ω0).
In this figure, regions of high population transfer appear
white, whereas regions of low transfer appear dark. As T
increases, the adiabatic limit is approached. The figure is
symmetric with respect to the sign of ∆ because the popu-
lations are invariant upon the simultaneous change of sign
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of the detunings. We note that for ∆2 = ∆3 ≡ ∆, as we
assume, equation (15) gives the condition for tuning to
resonance as ∆ = ± 1

2ξΩ0. For the choice of parameters
of the figure (ξ = 5) the condition is ∆ = ± 2.5Ω0. In
confirmation of this result, we see that the regions close
to ∆ = ± 2.5Ω0 ensure the best transfer conditions, that
is, the adiabatic limit P4 ≈ 1 is reached most quickly (as
T increases) and there are virtually no oscillations. This
shows that the STIRAP-like process works best with the
“tuning-to-eigenvalue” approach, although it can work in
principle for other values of ∆ (because an AT state exists
for any ∆ 6= 0 in this particular case). The difference is
how quickly the adiabatic limit is approached. This hap-
pens most quickly for ∆ = ± 2.5Ω0 where ∆2∆3 = 1

4Ω
2
C .

Near ∆ = 0, the final-state population oscillates, in agree-
ment with the conclusions in [31,32,40].

3.5 Intermediate-state populations

We now return to the original four-state problem. In order
to estimate the intermediate-state populations P2 and P3,
we need the AT eigenvalue λT (t) and the corresponding
AT eigenstate ϕT (t), the exact expressions for which are
too complicated to show here. It has been shown elsewhere
[40] that at t = 0, where the overlap between the pump
and Stokes pulse is maximal, the populations of states ψ2

and ψ3 are exactly given by

P2(0) = P3(0) =
1

2 + 1
2 [ΩP (0)/λT (0)]2

, (26)

where

λT (0) =
1

2

∆+
1

2
ΩC −

√(
∆+

1

2
ΩC

)2

+Ω2
P (0)

 ,
(27)

We assume that ΩP (0) = ΩS(0), which is the case for
the pulse shapes (9), and that ∆2 = ∆3 ≡ ∆ > 0. Al-
though the maxima of P2(t) and P3(t) are not at t = 0,
equation (26) provides values close to the maximal ones,
particularly for the total population in the intermediate
states, P2(t)+P3(t). As ∆+ 1

2ΩC increases, equations (26,
27) show that λT decreases, and so do P2(t) and P3(t). For
∆+ 1

2ΩC � ΩP (0), this happens in a Lorentzian manner,

P2(0) = P3(0) ≈
1

2 + 8(∆+ 1
2ΩC)2/Ω2

P (0)
· (28)

Equations (26, 28) show that tuning to a dressed
eigenstate has no strong effect upon decreasing the
intermediate-state populations, for which it is only im-
portant that the sum ∆ + 1

2ΩC is large. The significance

of the tuning-to-resonance choice ∆ = 1
2ΩC , as we found

in Section 3.4.3, shows up in maximizing the separations
between the AT eigenvalue and its neighbors, thereby giv-
ing the most adiabatic evolution. Hence, we can keep the
final-state population relatively unaffected and still damp
the intermediate populations by increasing both ∆ and
ΩC , while maintaining the tuning condition (17).

4 N-state system

We turn now to the general case of N -state system, in-
volving N − 2 intermediate states coupled by constant
control pulses. The analysis extends the case N = 4 just
presented.

4.1 An equivalent multi-Λ system

The RWA Hamiltonian of an N -state chainwise-linked sys-
tem,

H =
~
2



0 Ω1,2 0 · · · 0 0

Ω1,2 2∆2 Ω2,3 · · · 0 0

0 Ω2,3 2∆3 · · · 0 0
...

...
...

. . .
...

...

0 0 0 · · · 2∆N−1 ΩN−1,N

0 0 0 · · · ΩN−1,N 0


, (29)

can be transformed to an equivalent representation which
provides useful insight into the dynamics when the inter-
mediate couplings are strong. The desired transformation
replaces the N − 2 intermediate states of the original sys-
tem with the eigenstates Φ2, Φ3, ..., ΦN−1 of the Hamil-
tonian H(i), which describes only the intermediate states
and the couplings between them and is given by the sub-
matrix from element (2, 2) to (N − 1, N − 1) of H. The
diagonalization of this sub-Hamiltonian,[

W (i)
]−1

H(i)W (i) = ~η, (30)

is carried out by the orthogonal matrix W (i) whose
columns are the normalized eigenvectors Φk of H(i), Φk =[
v

(k)
2 , v

(k)
3 , . . . , v

(k)
N−1

]T
, for k = 2, 3, . . . , N − 1. The diag-

onal matrix ~η contains on its main diagonal the eigen-
values ~η2, ~η3, . . . , ~ηN−1 of H(i).

The transformation of the full Hamiltonian H is car-
ried out by the N ×N real orthogonal matrix

W =



1 0 0 · · · 0 0 0

0 v
(2)
2 v

(3)
2 · · · v(N−2)

2 v
(N−1)
2 0

0 v
(2)
3 v

(3)
3 · · · v(N−2)

3 v
(N−1)
3 0

...
...

...
. . .

...
...

...

0 v
(2)
N−2 v

(3)
N−2 · · · v

(N−2)
N−2 v

(N−1)
N−2 0

0 v
(2)
N−1 v

(3)
N−1 · · · v

(N−2)
N−1 v

(N−1)
N−1 0

0 0 0 · · · 0 0 1


. (31)

The probability amplitudes in the original and the
transformed bases are related as C = WC′, where
the column-vector C′ has as elements the amplitudes{
C1, C

′
2, C

′
3, . . . , C

′
N−1, CN

}
, C′k being the amplitude of

the dressed state Φk. The Schrödinger equation in the new
basis reads

~
d

dt
C′ = −iH ′C′, (32)
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where the transformed Hamiltonian is

H ′ = W−1HW − i~W−1 d

dt
W. (33)

The first part of this expression, W−1HW , describes a
multi-Λ system (as can be seen from the explicit form
below). When the couplings Ω2,3, Ω3,4, ..., ΩN−2,N−1 be-
tween the bare intermediate states in the original chain
system depend on time (are pulsed), the derivative term
on the right-hand side of equation (33) introduces cou-
plings between the dressed states Φ2, Φ3, . . . , ΦN−1. For
constant intermediate couplings, the derivative is zero and
the dressed states are uncoupled. Then H ′ = W−1HW ,
or explicitly,

H ′ =

~
2



0 ΩP v
(2)
2 ΩP v

(3)
2 · · · ΩP v

(N−1)
2 0

ΩP v
(2)
2 2η2 0 · · · 0 ΩSv

(2)
N−1

ΩP v
(3)
2 0 2η3 · · · 0 ΩSv

(3)
N−1

...
...

...
. . .

...
...

ΩP v
(N−1)
2 0 0 · · · 2ηN−1 ΩSv

(N−1)
N−1

0 ΩSv
(2)
N−1 ΩSv

(3)
N−1 · · · ΩSv

(N−1)
N−1 0


.

(34)

As in the four-state case, we have denoted Ω1,2 ≡ ΩP and
ΩN−1,N ≡ ΩS .

The Hamiltonian H ′ describes an N -state system
which consists of states ψ1 and ψN plus N − 2 dressed
intermediate states Φ2, Φ3, ..., ΦN−1, each intermediate
state being coupled to state ψ1 with a coupling propor-
tional to ΩP and to state ψN with a coupling proportional
to ΩS . Each intermediate state is detuned from resonance
with a detuning of ηk while states ψ1 and ψN are on
two-photon resonance. The new system can be viewed as
N − 2 simultaneous superposed two-photon Λ-transitions
between states ψ1 and ψN , thus generalizing the two par-
allel Λ-transitions depicted in Figure 1b.

Tuning to an eigenvalue of the sub-Hamiltonian H(i)

will take place if the laser parameters are chosen so that

D(2,N−1) ≡ det(H(i)/~) = 0, (35)

which indicates the existence of a zero eigenvalue of H(i).
We shall refer to equation (35) as the tuning-to-eigenvalue
condition. For N = 4, we have det(H(i)/~) = ∆2∆3 −
1
4Ω

2
C , and condition (35) reduces to condition (15), as it

should. Given that the tuning condition (35) is fulfilled,
one can again, as in the four-state case, by adiabatically
eliminating the off-resonant dressed states reduce the N -
state system to an effective three-state one, involving the
strongly coupled initial state ψ1, the final state ψN and
the resonant intermediate state. At this stage, it is hard to
recognize whether tuning to any particular eigenvalue of
H(i) will be advantageous compared to tuning to another
one. We shall return to this problem in Section 4.5.

4.2 Dressed eigenvalues

It can be verified after some algebra that if all intermediate
Rabi frequencies are equal, Ωk,k+1 ≡ Ω (k = 2, 3, ...,
N − 2), and if all intermediate detunings are equal too,
∆k ≡ ∆ (k = 2, 3, ..., N − 1), then the eigenvalues ηk are
exactly given by

ηk = ∆−Ω cos
(k − 1)π

N − 1
, (36)

(k = 2, 3, ..., N − 1).

Hence, the N − 2 values of the detunings, for which the
pump and Stokes lasers are tuned to a certain dressed
state (ηk = 0), are given by the formula

∆(k) = Ω cos
(k − 1)π

N − 1
, (37)

(k = 2, 3, ..., N − 1).

Because cos(x) = − cos(π − x), these values are situated
symmetrically on both sides of zero. Equation (36) shows
that the eigenvalues increase (linearly) with the intermedi-
ate couplings, as do the separations between the eigenval-
ues. Consequently, our N -state system exhibits increas-
ingly three-state behavior as the intermediate couplings
increase. This feature remains valid for unequal interme-
diate couplings and detunings as well.

4.3 Adiabatic-transfer state

We show in Appendix that if condition (35) is fulfilled, one
of the eigenstates of H is an adiabatic-transfer state, as
defined by equation (16). In the general case of arbitrary
laser parameters, an AT state may or may not exist. It
has been shown elsewhere [40] that the condition for its
existence reads

D(2,N−2)D(3,N−1) > 0, (38)

where D(j,k) denotes the determinant D(j,k)(λ), equa-
tion (A.2), estimated at λ = 0. This is the determinant
of the square matrix obtained from H/~ by keeping its
columns from jth to kth and its rows from jth to kth as
well. Condition (38) has earlier been derived under the as-
sumption that D(2,N−1) 6= 0 [40]. The present derivation
in the case when D(2,N−1) = 0 fills this gap. Moreover, as
follows immediately from equations (A.12, A.13), the ful-
fillment of the tuning-to-eigenvalue condition (35) ensures
the fulfillment of the AT condition (38). We shall see from
the numerical simulations in the next subsection that the
tuning to an eigenvalue of H(i) not only ensures the ex-
istence of the AT state but also optimizes the population
transfer.

4.4 Examples

In Table 1, the condition for existence of the adiabatic-
transfer state (38) and the tuning-to-eigenvalue condition
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Table 1. The condition (38) for existence of an adiabatic-transfer state and the tuning-to-eigenvalue condition (35) given
explicitly for four-, five-, six-, and seven-state systems.

N AT condition (38) Tuning condition (35)

4 ∆2∆3 > 0 4∆2∆3 = Ω2
2,3

5
(
4∆2∆3 −Ω

2
2,3

) (
4∆3∆4 −Ω

2
3,4

)
> 0 4∆2∆3∆4 = Ω2

2,3∆4 +Ω2
3,4∆2

6

(
4∆2∆3∆4 −Ω

2
2,3∆4 −Ω

2
3,4∆2

)
×
(
4∆3∆4∆5 −Ω2

3,4∆5 −Ω2
4,5∆3

)
> 0

(
4∆2∆3 −Ω

2
2,3

) (
4∆4∆5 −Ω

2
4,5

)
= 4∆2∆5Ω

2
3,4

7

[(
4∆2∆3 −Ω

2
2,3

) (
4∆4∆5 −Ω

2
4,5

)
− 4∆2∆5Ω

2
3,4

]
×
[(

4∆3∆4 −Ω
2
3,4

) (
4∆5∆6 −Ω

2
5,6

)
− 4∆3∆6Ω

2
4,5

]
> 0

(
4∆2∆3∆4 −Ω

2
2,3∆4 −Ω

2
3,4∆2

) (
4∆5∆6 −Ω

2
5,6

)
= Ω2

4,5∆6

(
4∆2∆3 −Ω

2
2,3

)
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Fig. 4. The final-state population P4 in a four-state system, obtained by numerical solution of the Schrödinger equation, plotted
as a function of two detunings, ∆x and ∆y, where ∆x ≡ ∆2 and ∆y ≡ ∆3. The curves in the (∆x, ∆y)-plane, on which the
tuning-to-eigenvalue condition (35) is fulfilled, are shown by thick lines. The borders of the regions where the condition (38) for
existence of an adiabatic-transfer state is fulfilled, are shown by thin solid or dashed lines. In all cases we have chosen the Rabi
frequencies of the laser fields to be given by equations (9) and all intermediate Rabi frequencies to be equal to ΩC = 3Ω0. The
four plots correspond to different characteristic pulse widths T .
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Fig. 5. The final-state population P5 in a five-state system, obtained by numerical solution of the Schrödinger equation, plotted
as a function of two detunings, ∆x and ∆y, where ∆x ≡ ∆2 = ∆3 and ∆y ≡ ∆4. The curves in the (∆x, ∆y)-plane, on which
the tuning-to-eigenvalue condition (35) is fulfilled, are shown by thick lines. The borders of the regions where the condition (38)
for existence of an adiabatic-transfer state is fulfilled, are shown by thin solid or dashed curves. In all cases we have chosen the
Rabi frequencies of the laser fields to be given by equations (9) and all intermediate Rabi frequencies to be equal to ΩC = 3Ω0.
The four plots correspond to different characteristic pulse widths T .

(35) are given explicitly for four-, five-, six-, and seven-
state systems.

We have solved the Schrödinger equation numerically
for N = 4, 5, 6, and 7 states. Figures 4, 5, 6, and 7 present
the final-state population PN (the transfer efficiency) as
grey-scale plots with PN = 1 shown by white and PN = 0
by black. In each of these figures we have plotted PN as a

function of two detunings, ∆x and ∆y, where

for N = 4 : ∆x ≡ ∆2, ∆y ≡ ∆3;

for N = 5 : ∆x ≡ ∆2 = ∆3, ∆y ≡ ∆4;

for N = 6 : ∆x ≡ ∆2 = ∆3, ∆y ≡ ∆4 = ∆5;

for N = 7 : ∆x ≡ ∆2 = ∆3 = ∆4, ∆y ≡ ∆5 = ∆6.
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Fig. 6. The final-state population P6 in a six-state system, obtained by numerical solution of the Schrödinger equation, plotted
as a function of two detunings, ∆x and ∆y, where ∆x ≡ ∆2 = ∆3 and ∆y ≡ ∆4 = ∆5. The curves in the (∆x, ∆y)-plane,
on which the tuning-to-eigenvalue condition (35) is fulfilled, are shown by thick lines. The borders of the regions where the
condition (38) for existence of an adiabatic-transfer state is fulfilled, are shown by thin solid or dashed curves. In all cases we
have chosen the Rabi frequencies of the laser fields to be given by equations (9) and all intermediate Rabi frequencies to be
equal to ΩC = 3Ω0. The four plots correspond to different characteristic pulse widths T .
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Fig. 7. The final-state population P7 in a seven-state system, obtained by numerical solution of the Schrödinger equation,
plotted as a function of two detunings, ∆x and ∆y, where ∆x ≡ ∆2 = ∆3 = ∆4 and ∆y ≡ ∆5 = ∆6. The curves in the
(∆x, ∆y)-plane, on which the tuning-to-eigenvalue condition (35) is fulfilled, are shown by thick lines. The borders of the
regions where the condition (38) for existence of an adiabatic-transfer state is fulfilled, are shown by thin solid or dashed curves.
In all cases we have chosen the Rabi frequencies of the laser fields to be given by equations (9) and all intermediate Rabi
frequencies to be equal to ΩC = 3Ω0. The four plots correspond to different characteristic pulse widths T .

We show the solutions to the tuning-to-eigenvalue condi-
tion (35) as thick curves. The borders of the regions in the
(∆x, ∆y)-plane, where the condition for existence of the
AT state ϕT is fulfilled (Eq. (38)), are shown by thin solid
or dashed curves. In all cases we have chosen the Rabi fre-
quencies of the laser fields to be given by equation (9) with

f(t) = e−(t/T )2

and τ = 0.5T , and all intermediate Rabi
frequencies to be equal to ΩC = 3Ω0. Every figure com-
prises four cases with different characteristic pulse widths
T . For larger T the process becomes more adiabatic. The
figures show that the tuning-to-eigenvalue curves lie in
the middle in the AT regions. Hence, tuning to a dressed
eigenstate ensures the greatest possible robustness of the
population transfer. Put in another way, the tuning-to-
eigenvalue curves are the “backbones” of the AT regions
and the transfer efficiency there is high even when adi-
abaticity is not good elsewhere, as for T = 20Ω−1

0 . The
figures also show that for a certain N , there are N − 2
AT regions and N − 2 tuning-to-eigenvalue curves. These
N − 2 curves correspond to the N − 2 eigenvalues of the
Hamiltonian H(i).

4.5 Optimal dressed eigenvalues

As Figures 4, 5, 6, and 7 show, except for the case of
N = 4, tuning to different eigenvalues leads to different
results. The final-state population (the transfer efficiency)
in six-state and seven-state systems is plotted in Figure 8
against the detuning ∆, where ∆ ≡ ∆2 = ∆3 = ∆4 = ∆5

for N = 6 and ∆ ≡ ∆2 = ∆3 = ∆4 = ∆5 = ∆6 for
N = 7. The arrows indicate the values (37) at which the
tuning-to-eigenvalue condition (35) is fulfilled. The Rabi
frequencies of the laser fields are given by equations (9)

with f(t) = e−(t/T )2

, and all intermediate Rabi frequen-
cies are equal to ΩC = 3Ω0. The characteristic pulse width
is T = 80Ω−1

0 and the pulse delay is τ = 0.5T . The upper
and lower plots in Figure 8 represent essentially sections
of the plots for T = 80Ω−1

0 in Figures 6 and 7 along lines
passing throught the origin at angle π/4.

Evidently, the most favourable eigenvalues are those
for which the intermediate detunings have the smallest
values. This is not surprising because large detunings de-
teriorate adiabaticity [9]. From another point of view,
the case of equal intermediate detunings means that all
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Fig. 8. The final-state populations in six-state (upper figure)
and seven-state (lower figure) systems, obtained by numerical
solution of the Schrödinger equation, plotted against the de-
tuning ∆, where ∆ ≡ ∆2 = ∆3 = ∆4 = ∆5 for N = 6 and
∆ ≡ ∆2 = ∆3 = ∆4 = ∆5 = ∆6 for N = 7. The arrows
indicate the values (37) at which the tuning-to-eigenvalue con-
dition (35) is fulfilled. The Rabi frequencies of the laser fields

are given by equations (9) with f(t) = e−(t/T )2 , and all inter-
mediate Rabi frequencies are equal to ΩC = 3Ω0. The pulse
width is T = 80Ω−1

0 and the pulse delay is τ = 0.5T .

control lasers are on exact resonance with the correspond-
ing transitions between the bare intermediate states, while
the pump and Stokes lasers are both detuned off resonance
with their transitions ψ1 ↔ ψ2 and ψN−1 ↔ ψN by detun-
ings of −∆. Larger ∆ means that the pump and Stokes
lasers are farther off resonance which naturally reduces
the coupling of the whole system to the laser fields and
the transfer efficiency.

Finally, as Figures 5 and 7 show, for odd number of
states, the optimal tuning-to-eigenvalue curve is the one
passing through the origin,∆x = ∆y = 0. This means that
for odd N , tuning all lasers on resonance with the corre-
sponding transitions always ensures tuning to a dressed
eigenvalue and moreover, to the optimal one. In contrast,
as Figures 4 and 6 show, for even N , tuning to a dressed
state always requires nonzero detunings [40].

5 Discussion and conclusions

We have presented a general description of how complete
population transfer can be accomplished between the first
and last state of a chainwise-linked system of atomic states
coupled successively by pulsed lasers, with little or no
transient populations in the intermediate states. The pro-
cedure generalizes the use of counterintuitive pulse se-
quences in the three-state STIRAP mechanism, to in-
clude arbitrary number of states. The scheme supplements
the usual pump-Stokes pulse pair by one or more control
pulses which connect the intermediate states. We require
that the control pulses are strong and long compared with
the pump and Stokes pulses, so that they are nearly con-
stant during the times when the pump and Stokes are
present. Under these conditions the original N -state sys-
tem is equivalent to a system comprising N − 2 super-
posed parallel Λ-transitions, in which the initial state is
coupled simultaneously to N − 2 dressed states, which in
turn are coupled to the final state. These dressed states
are defined as the eigenstates of the sub-HamiltonianH(i),
which comprises just the bare intermediate states and the
couplings between them. We pointed out, with the aid of
analytic expressions and numerical examples, the advan-
tages of tuning the pump and Stokes lasers to some of
these dressed states. This tuning reduces the excitation
dynamics to that of an effective three-state system, elimi-
nating the off-resonant dressed states, and it ensures max-
imal robustness of the population transfer against vari-
ations in the laser parameters. Moreover, this scheme
applies equally well for both even and odd number of
states in the chain. We have also concluded that tuning
to some dressed eigenstates should be advantageous com-
pared to others. We have found that the optimal dressed
states are those, which are accessed with the smallest laser
detunings in the initial, bare-state representation.

Basic tools in our analysis have been the notion of
the adiabatic-transfer state, which generalizes the trapped
state of the three-state STIRAP, and the notion of the
intermediate dressed-state resonances, which replace the
single intermediate state in STIRAP. In particular,
the adiabatic-transfer state idea allows us to bound the
regions in a given parameter space where adiabatic trans-
fer can or cannot take place, as shown in Figures 4, 5, 6,
and 7. The intermediate dressed resonances are simply the
backbones of these AT regions and the transfer efficiency
there is high even when adiabaticity is not good elsewhere.
The AT state concept also tells us how far away from a
dressed resonance we can go and still obtain unit efficiency
for large enough T . In other words, the dressed-resonance
curves show where high transfer efficiency first appears,
whereas the AT regions show the borders the “white” can
reach. In the non-AT (black) regions, we cannot get robust
unit efficiency for any T .

The AT state concept and the analysis in this paper as
a whole have been based upon the assumption of (N −1)-
photon resonance between the initial state ψ1 and the fi-
nal state ψN of the chain, which corresponds to the two-
photon resonance condition in the three-state STIRAP.
For nonzero (N − 1)-photon detuning, numerous avoided
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crossings may appear in the adiabatic picture and the
explanation will be more complicated. Nevertheless, the
(N − 1)-photon resonance and the AT state idea provide
a simple basis for understanding the multistate STIRAP,
in the same manner as the trapped-state concept is used
to explain the three-state STIRAP.

Finally, due to the similarities between the multistate
scheme, presented in this work, and the three-state STI-
RAP, the ideas and the results in this paper can be ex-
tended in various directions in the manner in which this
has been done for STIRAP. These include examining the
robustness of the transfer efficiency against variations in
the laser parameters (Rabi frequencies and detunings),
different pulse shapes and pulse delays, verifying the in-
sensitivity against spontaneous emission from the excited
states, and others.
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Appendix: Existence of adiabatic-transfer
state

We are going to show that if condition (35) is fulfilled, one
of the eigenstates ofH is an adiabatic-transfer state, as de-
fined by equation (16). Let us assume that condition (35)
is fulfilled. It follows from equation (29) that when ΩP = 0
and ΩS = 0 (which is by definition the case at infinity),
there are three eigenvalues of H that vanish. Obviously, if
the adiabatic-transfer state (16) exists, its eigenvalue λT
should be one of these eigenvalues. Therefore, we have to
determine the asymptotic behavior of these three eigen-
values and the corresponding eigenstates as t→ ±∞.

The early-time eigenvalues

We begin with large negative times (t → −∞). For the
counterintuitive pulse sequence, ΩP is the last pulse to
appear. It follows from equation (29) that at the times
when the pulse ΩS has already arrived while the pulse ΩP
has not yet (ΩP = 0, ΩS 6= 0), only one eigenvalue of H
vanishes. In other words, as soon as the pulse ΩS arrives,
two of the three eigenvalues, λ−1 and λ−2 , depart from zero
while the third eigenvalue λ−0 stays zero until the pulse
ΩP arrives (the minus signs indicate that t → −∞). At
those times,

∣∣λ−0 ∣∣� ∣∣λ−1,2∣∣.
To determine how λ−0 departs from zero when ΩP ap-

pears, we consider the eigenvalue equation D(1,N)(λ) ≡
det(H/~ − λ1) = 0 as an implicit definition of the func-
tional dependence of λ−0 on ΩP . Since in the eigenvalue

equation ΩP appears only squared, we can expand λ−0 in
terms of Ω2

P by using the Taylor expansion of λ−0 ver-
sus Ω2

P with the idea to retain the lowest-order nonzero
term only. We use the relation D(1,N)(λ) = 0 and expand
D(1,N)(λ) along its first and last rows to obtain

λ2D(2,N−1)(λ) +
1

4
λ
[
Ω2
PD

(3,N−1)(λ) +Ω2
SD

(2,N−2)(λ)
]

+
1

16
Ω2
PΩ

2
SD

(3,N−2)(λ) = 0, (A.1)

whereD(j,k)(λ) denotes the determinant of the square ma-
trix obtained from (H/~−λ1) by keeping its columns from
jth to kth and its rows from jth to kth as well,

D(j,k)(λ) =

∣∣∣∣∣∣∣∣∣∣∣∣∣

∆j − λ
1
2Ωj,j+1 0 · · · 0

1
2Ωj,j+1 ∆j+1 − λ

1
2Ωj+1,j+2 · · · 0

0 1
2Ωj+1,j+2 ∆j+2 − λ · · · 0

...
...

...
. . .

...

0 0 0 · · · ∆k − λ

∣∣∣∣∣∣∣∣∣∣∣∣∣
.

(A.2)

None of the D on the right-hand side of equation (A.1)
contains ΩP or ΩS . We differentiate equation (A.1) with
respect to Ω2

P , set ΩP = 0 and λ−0
(
Ω2
P = 0

)
= 0, and find

4(dλ−0 /dΩ
2
P )Ω2

P=0Ω
2
SD

(2,N−2) +Ω2
SD

(3,N−2) = 0.

In order to simplify the notation, from hereafter we
denote D(j,k)(λ = 0) by D(j,k). From here, we find
(dλ−0 /dΩ

2
P )Ω2

P=0, replace it in the Taylor expansion,

λ−0
(
Ω2
P

)
= λ−0 (0) + (dλ−0 /dΩ

2
P )Ω2

P=0Ω
2
P +O

(
Ω4
P

)
,

and keeping the lowest-order nonzero term only, we find

λ−0 ≈ −
1

4

D(3,N−2)

D(2,N−2)
Ω2
P . (A.3)

This is the desired expression for the early-time behavior
of the eigenvalue which is the last to depart from zero.

In order to determine the other two eigenvalues λ−1
and λ−2 , which depart from zero with ΩS , we set ΩP = 0
in equation (A.1) and divide by λ (which accounts for
removing the root λ−0 ) to find

4λD(2,N−1)(λ) +Ω2
SD

(2,N−2)(λ) = 0. (A.4)

The fact that λ−1 and λ−2 vanish when ΩS → 0 means that
they must have expansions λ−k = akΩS + bkΩ

2
S +O(Ω3

S)

(k = 1, 2). Since D(2,N−1)(0) = 0 (which is the tuning
condition (35)), we have D(2,N−1)(λ) = −Aλ + O(λ2).
The constant A can easily be found from equation (29);
it is

A =
N−1∑
k=2

D(2,k−1)D(k+1,N−1), (A.5)
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where, as above, D(j,k) ≡ D(j,k)(λ = 0), and the conven-
tion D(n,n+1) = 1 is used. In order to find the asymp-
totic behaviors of λ−1 and λ−2 , we need to keep only the
lowest order terms with respect to ΩS in equation (A.4).
Hence, we substitute D(2,N−1)(λ) = −Aλ + O(λ2) and
D(2,N−2)(λ) = D(2,N−2) +O(λ) and find

−4Aλ2 +Ω2
SD

(2,N−2) = 0. (A.6)

The two real solutions of this equation, if they exist, give
the asymptotic behaviors of λ−1 and λ−2 for small ΩS ,

λ−1 ≈ −
ΩS

2

√
D(2,N−2)

A
, λ−2 ≈

ΩS

2

√
D(2,N−2)

A
· (A.7)

These solutions will be real if D(2,N−2) and A have the
same sign. In order to verify this we use the relation

D(2,k)D(k+1,N−1) =
1

4
Ω2
k,k+1D

(2,k−1)D(k+2,N−1),

(k = 2, 3, . . . , N − 2), (A.8)

which follows from D(2,N−1) = 0 and can easily be proved
by induction. By rewriting it in the form

D(2,k)

D(k+2,N−1)
=

1

4
Ω2
k,k+1

D(2,k−1)

D(k+1,N−1)
, (A.9)

we conclude that in the sum (A.5), the term
D(2,k−1)D(k+1,N−1) has the same sign as the next term
D(2,k)D(k+2,N−1) for any k. Hence, all terms in the sum
have the same sign. Since the last term (for k = N − 1) is
D(2,N−2), it follows that A has the same sign as D(2,N−2)

and thus, the two roots (A.7) of equation (A.6), are real.

The late-time eigenvalues

In a similar manner, we find that for t → +∞, the three
vanishing eigenvalues behave as

λ+
0 ≈ −

1

4

D(3,N−2)

D(3,N−1)
Ω2
S , (A.10)

λ+
1 ≈ −

ΩP

2

√
D(3,N−1)

A
, λ+

2 ≈
ΩP

2

√
D(3,N−1)

A
. (A.11)

In the derivation of equations (A.3, A.7, A.10, A.11),it has
been assumed that D(2,N−2) 6= 0 and D(3,N−1) 6= 0. It is
easily seen that this is the case by using the relation

D(2,k−1)D(3,k) = D(2,k)D(3,k−1)

+
1

22k−4
Ω2

2,3Ω
2
3,4 . . . Ω

2
k−1,k, (A.12)

which can readily by proved by induction. By setting k =
N − 1 in it, we find that if D(2,N−1) = 0, then

D(2,N−2)D(3,N−1) =
1

22N−6
Ω2

2,3Ω
2
3,4 . . . Ω

2
N−2,N−1 > 0.

(A.13)

Connectivity

It is straightforward to show that the eigenstate associ-
ated with λ−0 tends to state ψ1 as t→ −∞ and the eigen-
state associated with λ+

0 tends to state ψN as t → +∞.
Hence, if λ−0 and λ+

0 correspond to the same eigenvalue,
the corresponding eigenstate will be the desired AT state
ϕT , equation (16). In the general case of arbitrary laser
parameters, this may or may not happen [40]. However,
in the present case, when the lasers are tuned to an eigen-
value of H(i) and hence, the asymptotic behaviors of the
three vanishing eigenvalues are given by equations (A.3,
A.7, A.10, A.11), the eigenvalue λ−0 always connects to λ+

0
and we are guaranteed that the AT state exists.

To show this we first note that the eigenvalues, which
do not vanish as t → ±∞, do not interfere in the link-
ages between the vanishing eigenvalues because each of the
nonvanishing eigenvalues λn(t) tends to λn(−∞) 6= 0 as
t→ −∞ and to λn(+∞) 6= 0 as t→ +∞. Moreover, since
the Hamiltonian (29) has the same form when t → ±∞,
we have λn(+∞) = λn(−∞). Hence, the eigenvalues that
are above (below) the three vanishing eigenvalues at −∞
remain above (below) them at +∞ as well, because the
eigenvalues cannot cross.

Let us now consider the connections between the three
vanishing eigenvalues. Insofar as ΩP /ΩS → 0 as t→ −∞,
we have λ−1 < λ−0 < λ−2 . Also, since ΩS/ΩP → 0 as
t → +∞, we have λ+

1 < λ+
0 < λ+

2 . This means that the
connections λ−1 ↔ λ+

1 , λ−0 ↔ λ+
0 , and λ−2 ↔ λ+

2 take
place, and therefore, the adiabatic-transfer state ϕT al-
ways exists when the lasers are tuned to an eigenstate of
the subsystem Hamiltonian H(i).
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